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“I always dream of a pen that would be a syringe.” ― Jacques Derrida



What we’ve covered so far

• How to represent networks


• Network metrics


• Comparing networks


• Null models of networks (ER random graph, etc)


• Fitting models to networks



Today

• Agent-based modelling (opinion dynamics)


• Proof-of-principle simulations (aging mind)



Social contagion

• We know one of the primary influences on behaviour is 
the behaviour of others (Social proof)


• People also select for information that is consistent with 
what they already know (confirmation bias, motivated 
reasoning, biased assimilation)





Bayesian Truth Serum

• “What do other people think?”


• Second-order inference



False consensus effect

Most people tend to overestimate the number of people 
who share their views.

Ross, Greene, and House (1977) found is that people’s beliefs about 
others were strongly biased in favor of their own views.

People who themselves favored public spending on an unmanned space 
program believed that view was more popular than it actually was, and vice 
versa.

Can we model this as a function of opinion dynamics?



Schelling Segregation Model

(People only need a preference for equal representation to 

get segregation)
Two individuals chosen at random, swap positions if they are in the minority.



Social Sampling Theory

Beliefs are beta distributions

Brown, Lewandowsky, and Huang (2022) 



Behaviours are a function of authentic 
beliefs and social environment

Authenticity preferences plus social extremeness aversion

Authenticity preference Social extremeness aversion

Utility function



Social sampling theory 
effects

• Social influence or social norm effects is presented here as the influence 
of one or a few individuals who influence behaviour in the direction of the 
social norm.

• Conformity effects arise when an individual’s neighbors share a 
consensus. This was famously studied by Asch (1955) in his series of 
conformity experiments in which an individual was placed in a setting 
where they had to make a judgment with a clear an apparent objective 
truth.

• Backfire effects or boomerang effects are observed when individuals 
become more committed to their beliefs after receiving information that 
is inconsistent with those beliefs. 



Social 
Sampling 

Theory



Social beliefs on a lattice



Social beliefs with Schelling Migration





Perceived Normality



Group problem Solving



Smooth and Rugged 
Landscapes



NETWORK CONNECTIVITY MODULATES EXPLORATION/EXPLOITATION

Mason, 
Jones, & 
Goldstone 
(2008)

People are connected together in different configurations(so 
they see other people’s performance. They are trying to 
choose the best guess (a number) to get the highest score (see 
inset).  


When the problem is easy, more connections are good


When the problem is hard, fewer connections is better



Smooth and Rugged 
Landscapes



Fully connected groups get 
trapped in local minima



Prisoner’s dilemma



Mean field approximation

(Fully connected network)



Social Viscosity

Assortativity



Mason Watts Networks

These networks 
maximise a specific 

feature. 
This uses a Markov 
search process to 
identify a metric 

maximizing/minimizing 
Feature.



More C means more 
cooperation



Aging



With aging

• Words get further away in ‘conceptual space’


• People perceive objects to be less similar



Networks become more 
sparse with age



Older adults say that animals 
are less similar to one another



Can we model this effect 
using basic learning models?
• We will use a learning process


• That learns an environmental representation


• Then the individual will make decisions based on their 
representation.



Rescorla-Wagner learning

(Prediction error modelling)

• Lambda is the observed


• Vc is the expected


• The difference is the prediction error.


• So the system gets better at predicting the actual 
outcome over time.



Basic learning effects with 
Rescorla Wagner



This is the environment



This is the learned 
representation



Higher entropy

• P = vector of edge weights

High entropy

Low entropy



With increased learning, 
entropy increases



How do we measure 
similarity?



This is the result—Higher entropy (less 
predictability) and lower similarity


