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“I always dream of a pen that would be a syringe.” ― Jacques Derrida



Today

Goal: Getting our hands dirty with R and your own data (or 
some of my data on Van Gogh, if you prefer)


Small worlds networks and other  comparisons.





What’s the control network?

• I can measure structure on networks.


• But this structure needs comparators to be meaningful.


• There are many potential models.



Erdös-Renyi random graphs

G(N,E) — Define N nodes and probability of edge (or density)

This is *the* standard model for a ‘null’ graph.



Erdös-Renyi random graphs

G(N,E) — Define N nodes and probability of edge (or density)



Erdös-Renyi random graphs 
are distributions

Fixed  
probability



Erdös-Renyi random graphs 
are distributions

Fixed  
Edge number



ER Random Graphs —what happens as p and N increase?



Small world networks

(Watts Strogatz)

Small world networks: nodes are closer together than they 
would be in a random network.

Start with structured lattice (ring lattice) and rewire edges with probability p



Small world networks

(Watts Strogatz)



Clustering coefficient and the words 
children learn

Late talkers have lower degree and lower clustering coefficient and have average 
shortest path length (ASPL = geodesic distance)12



Small world Index




Preferential Attachment

(Barabasi)

Nodes are added one at a time and preferentially attach to 
existing nodes ~ f(degree)



Scale-free Networks

Scale-free networks are linear on a log-log plot

Preferential 
attachment gives 

us this



Scale-free Networks

Fractals are scale-free



Scale-free Networks




Attack Tolerance

Scale-free networks are resilient to random attacks, but not to targeted attacks



Null models

• Other kinds of ‘null’ models are variations of the data we 
start with. 



Configuration Models

Preserve degree distribution, but rewire edges



Comparisons between 
networks

• 420 nodes, 8000 participants (~1000 per age group)



Network comparisons



Network comparisons



Modeling Growth



Vocabulary grows across 
the lifespan

Salthouse, 2004



15 months 16 months 17 months

18 months 19 months 20 months   …

Growth vocabulary relationships

(edges)

features


associates

semantic


taxonomic

phonology




MODELING WORD ACQUISITION: �
WHICH WORD SHOULD BE LEARNED NEXT?

Modeled for each month from 15-25 months





Three growth 
models



Fit Beta to data and see 
which model has best fit


